
Econometrica Supplementary Material

SUPPLEMENT TO “INFERENCE IN DYNAMIC DISCRETE
CHOICE MODELS WITH SERIALLY CORRELATED

UNOBSERVED STATE VARIABLES”
(Econometrica, Vol. 77, No. 5, September 2009, 1665–1682)

BY ANDRIY NORETS

THIS SUPPLEMENT is organized as follows. In Section S1, nonuniform conver-
gence results for the DP solution algorithm are presented. In Section S2, these
results are extended to the uniform convergence. In Section S3, convergence of
posterior expectations is proved. The final section of the supplement presents
auxiliary results referred to in proofs and the main paper.

S1. NONUNIFORM CONVERGENCE

THEOREM 4: Under Assumptions 1–6, the approximation to the expected value
function in (12) converges completely (and thus a.s.) to the true value with prob-
ability bounds that are uniform over parameter and state spaces; that is, for any
ε̃ > 0, there exists a sequence {zt} such that

∑∞
t=0 zt <∞, and for any θ ∈Θ, s ∈ S,

and d ∈ D,

P
(∣∣Ê(t)[V (s′;θ) | s�d;θ] −E[V (s′;θ) | s�d;θ]∣∣> ε̃

)≤ zt�

PROOF: Let us decompose the error of approximation into three parts:∣∣Ê(t)[V (s′;θ) | s�d;θ] −E[V (s′;θ) | s�d;θ]∣∣
=
∣∣∣∣∣
Ñ(t)∑
i=1

N̂(ki)∑
j=1

V ki(ski�j;θki)Wki�j�t(s� d�θ)−E[V (s′;θ) | s�d;θ]
∣∣∣∣∣

≤
∣∣∣∣∣
Ñ(t)∑
i=1

N̂(ki)∑
j=1

V (ski�j;θ)Wki�j�t(s� d�θ)−E[V (s′;θ) | s�d;θ]
∣∣∣∣∣

+
∣∣∣∣∣
Ñ(t)∑
i=1

N̂(ki)∑
j=1

(V (ski�j;θki)− V (ski�j;θ))Wki�j�t(s� d�θ)

∣∣∣∣∣
+
∣∣∣∣∣
Ñ(t)∑
i=1

N̂(ki)∑
j=1

(V ki(ski�j;θki)− V (ski�j;θki))Wki�j�t(s� d�θ)

∣∣∣∣∣
=At

1(θ� s�d)+At
2(θ� s�d)+At

3(θ� s�d)

≤ max
d

At
1(θ� s�d)+ max

d
At

2(θ� s�d)+ max
d

At
3(θ� s�d)
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=At
1(θ� s)+At

2(θ� s)+At
3(θ� s)�

In Lemma 1, I show that At
1(θ� s) converges to zero completely with bounds on

probabilities that are independent of θ and s. The proof uses Hoeffding’s in-
equality, implying a strong law of large numbers (SLLN) for bounded random
variables. However, some additional work is required since ski�j do not con-
stitute a random sample. Using the continuity of the value function V (·), the
compactness of the parameter space Θ, and the assumption that each parame-
ter draw can get into any point in Θ (Assumption 5), I show analogous result
for At

2(θ� s) in Lemma 2. In Lemma 3, I bound At
3(θ� s) by a weighted sum of

At
1(θ� s) and At

2(θ� s) from previous iterations. Due to very fast convergence of
At

1(θ� s) and At
2(θ� s), A

t
3(θ� s) also converges to zero completely. Thus, from

the three lemmas the result follows. Formally, according to Lemmas 1, 2, and 3,
there exist δ1 > 0, δ2 > 0, δ3 > 0, and T such that ∀θ ∈ Θ, ∀s ∈ S, and ∀t > T ,

P
(|At

1(θ� s)|> ε̃/3
)≤ e−0�5δ1t

γ1 �

P
(|At

2(θ� s)|> ε̃/3
)≤ e−0�5δ2t

γ1 �

P
(|At

3(θ� s)|> ε̃/3
)≤ e−δ3t

γ0γ1 �

Combining the above equations gives

P
(∣∣Ê(t)[V (s′;θ) | s�d;θ] −E[V (s′;θ) | s�d;θ]∣∣> ε̃

)
≤ P(At

1(θ� s)+At
2(θ� s)+At

3(θ� s) > ε̃)

≤ P
(|At

1(θ� s)|> ε̃/3
)+ P

(|At
2(θ� s)| > ε̃/3

)+ P
(|At

3(θ� s)| > ε̃/3
)

≤ e−0�5δ1t
γ1 + e−0�5δ2t

γ1 + e−δ3t
γ0γ1 (∀t > T )

= zt (∀t > T )�

For t ≤ T , set zt = 1. Proposition 9 shows that
∑∞

t=0 zt < ∞. The lemmas are
stated and proved below. Q.E.D.

LEMMA 1: Given ε̃ > 0, there exist δ > 0 and T such that for any θ ∈ Θ, s ∈ S,
and t > T ,

P
(|At

1(θ� s)|> ε̃
)≤ e−δÑ(t)N̂(t−N(t)) ≤ e−0�5δtγ1 �(17)

PROOF: Fix a combination m = {m1� � � � �mÑ(t)} from {t − N(t)� � � � � t − 1}.
Let

X(ωt−1� θ� s�d�m)(18)

=
∣∣∣∣∣
Ñ(t)∑
i=1

N̂(mi)∑
j=1

((
V (smi�j;θ)−E[V (s′;θ) | s�d;θ])
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× f (smi�j | s�d;θ)/g(smi�j)/(
Ñ(t)∑
r=1

N̂(mr)∑
q=1

f (smr�q | s�d;θ)/g(smr�q)

))∣∣∣∣∣�

Since the importance sampling weights are bounded away from zero by f > 0
(see Assumption 4),

[X(ωt−1� θ� s�d�m) > ε̃](19)

⊂
[∣∣∣∣∣

Ñ(t)∑
i=1

N̂(mi)∑
j=1

((
V (smi�j;θ)−E[V (s′;θ) | s�d;θ])

× f (smi�j | s�d;θ)/g(smi�j)/(
Ñ(t)∑
r=1

N̂(mr) inf
θ�s�s′�d

f (s′ | s�d;θ)/g(s′)

))∣∣∣∣∣> ε̃

]

=
[∣∣∣∣∣

Ñ(t)∑
i=1

N̂(mi)∑
j=1

(
V (smi�j;θ)−E[V (s′;θ) | s�d;θ])f (smi�j | s�d;θ)

g(smi�j)

∣∣∣∣∣
> ε̃f

Ñ(t)∑
i=1

N̂(mi)

]
�

Using (19) and then applying Hoeffding (1963)’s inequality, we get

P(X(ωt−1� θ� s�d�m) > ε̃)(20)

≤ P

[∣∣∣∣∣
Ñ(t)∑
i=1

N̂(mi)∑
j=1

(
V (smi�j;θ)−E[V (s′;θ) | s�d;θ])f (smi�j | s�d;θ)

g(smi�j)

∣∣∣∣∣
> ε̃f

Ñ(t)∑
i=1

N̂(mi)

]

≤ 2 exp

{ −2f 2ε̃2

(b− a)2

Ñ(t)∑
r=1

N̂(mr)

}
�
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where a and b are correspondingly the lower and upper bounds on (V (smi�j;
θ) − E[V (s′;θ) | s;θ])f (smi�j | s�d;θ)/g(smi�j). Hoeffding’s inequality applies
since smi�j are independent, the summands have expectations equal to zero,∫

(V (smi�j;θ)−E[V (s′;θ) | s;θ])f (smi�j | s�d;θ)
g(smi�j)

g(smi�j) dsmi�j = 0�(21)

and a and b are finite by Assumptions 1 and 2.
Since N̂(·) is nondecreasing, (20) implies

P(X(ωt−1� θ� s�d�m) > ε̃) ≤ 2 exp
{ −2f 2ε̃2

(b− a)2
Ñ(t)N̂(t −N(t))

}
(22)

= 2 exp
{−4δÑ(t)N̂(t −N(t))

}
�

where the last equality defines δ > 0.
Since |At

1(θ� s�d)|< maxmX(ωt−1� θ� s�d�m),

P
(|At

1(θ� s�d)|> ε̃
)

(23)

≤ P
[
max
m

X(ωt−1� θ� s�d�m) > ε̃
]

= P

(⋃
m

[X(ωt−1� θ� s�d�m) > ε̃]
)

≤
∑
m

P[X(ωt−1� θ� s�d�m) > ε̃]

≤ 2 exp
{−4δÑ(t)N̂(t −N(t))

} N(t)!
(N(t)− Ñ(t))!Ñ(t)! �

where the summation, the maximization, and the union are taken over all pos-
sible combinations m, and N(t)!/((N(t) − Ñ(t))!Ñ(t)!) is the number of the
possible combinations.

Assumption 6 and Proposition 7 show that ∃T1 such that ∀t > T1,

exp
{−4δÑ(t)N̂(t −N(t))

} N(t)!
(N(t)− Ñ(t))!Ñ(t)!(24)

≤ exp
{−2δÑ(t)N̂(t −N(t))

}
�

Finally,

P
(|At

1(θ� s)|> ε̃
)

(25)

= P
(

max
d∈D

|At
1(θ� s�d)|> ε̃

)
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= P

(⋃
d∈D

[|At
1(θ� s�d)|> ε̃

])

≤ card(D)2 exp
{−2δÑ(t)N̂(t −N(t))

}
(∀t > T1)

≤ exp
{−δÑ(t)N̂(t −N(t))

}
(∀t > T2 ≥ T1)�

where such T2 exists since card(D)2 exp{−δÑ(t)N̂(t − N(t))} → 0. The last
inequality in (17) follows since Ñ(t)N̂(t −N(t)) ≥ tγ1 − tγ1−γ2 ≥ 0�5tγ1 for any
t larger than some T ≥ T2. Q.E.D.

LEMMA 2: Given ε̃ > 0, there exist δ > 0 and T such that for any θ ∈ Θ, s ∈ S,
and t > T ,

P
(|At

2(θ� s)|> ε̃
)≤ e−δ(N(t)−Ñ(t)) ≤ e−0�5δtγ1 �(26)

PROOF: Let us find an event encompassing [|At
2(θ� s)| > ε̃], for which the

probability can be easily bounded

[|At
2(θ� s�d)|> ε̃

]
(27)

=
[∣∣∣∣∣

Ñ(t)∑
i=1

N̂(t)∑
j=1

(V (ski�j;θki)− V (ski�j;θ))Wki�j�t(s� d�θ)

∣∣∣∣∣> ε̃

]

⊂
[

Ñ(t)∑
i=1

N̂(t)∑
j=1

|V (ski�j;θki)− V (ski�j;θ)|Wki�j�t(s� d�θ) > ε̃

]

⊂ [∃ki� j : |V (ski�j;θki)− V (ski�j;θ)| > ε̃
]
�

Since V (s;θ) is continuous and Θ×S is a compact, ∃δ̃ε̃ > 0 such that ‖(s1� θ1)−
(s2� θ2)‖ ≤ δ̃ε̃ implies |V (s1;θ1)− V (s2;θ2)| ≤ ε̃. Therefore,

[∃ki� j : |V (ski�j;θki)− V (ski�j;θ)| > ε̃
]

(28)

⊂ [∃ki� j :‖(ski�j� θki)− (ski�j� θ)‖> δ̃ε̃

]= [∃ki :‖θki − θ‖ > δ̃ε̃]�

Because ki are the indices of the parameters from the previous iterations that
are the closest to θ,

[∃ki :‖θki − θ‖ > δ̃ε̃](29)

⊂ [∀j ∈ {t −N(t)� � � � � t − 1} \ {k1� � � � �kÑ(t)

}
:‖θj − θ‖ > δ̃ε̃

]
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⊂
⋃

(j1�����jN(t)−Ñ(t)
)

jm∈{t−N(t)�����t−1}�
m �=l⇒jm �=jl

N(t)−Ñ(t)⋂
m=1

[‖θjm − θ‖ > δ̃ε̃]�

Fix some (j1� � � � � jN(t)−Ñ(t)). Then by Assumption 5,

P
([‖θjm − θ‖ > δ̃ε̃] |ωjm−1

) = 1 − P
([‖θjm − θ‖ < δ̃ε̃] | ωjm−1

)
(30)

≤ 1 − δ̂λ
[
Bδ̃ε̃

(θ)∩Θ
]

≤ 1 − δ̂[δ̃ε̃/J
0�5
Θ ]J

= exp
{−4

(−0�25 log(1 − δ̂[δ̃ε̃/J
0�5
Θ ]J))}

= e−4δ�

where the last equality defines δ > 0, JΘ is the dimensionality of rectan-
gle Θ, and B·(·) is a ball in RJΘ . It holds for any history ωjm−1. Thus for fixed
(j1� � � � � jN(t)−Ñ(t)),

P

(
N(t)−Ñ(t)⋂

m=1

[‖θjm − θ‖ > δ̃ε̃]
)

≤ e−4δ(N(t)−Ñ(t))�(31)

Since the union in (29) is taken over N(t)!/(Ñ(t)!(N(t)− Ñ(t))!) events,

P
[|At

2(x�θ� ε)| > ε̃
] ≤ e−4δ(N(t)−Ñ(t)) N(t)!

Ñ(t)!(N(t)− Ñ(t))!(32)

≤ e−2δ(N(t)−Ñ(t)) ∀t > T2�

where the second inequality and existence of T2 follows from Assumption 6
and Proposition 7. Finally,

P
(|At

2(θ� s)|> ε̃
) = P

(
max
d∈D

|At
2(θ� s�d)|> ε̃

)
(33)

= P

(⋃
d∈D

[|At
2(θ� s�d)|> ε̃

])

≤ card(D)e−2δ(N(t)−Ñ(t)) (∀t > T2)

≤ e−δ(N(t)−Ñ(t)) (∀t > T3 ≥ T2)�

where such T3 exists since card(D)e−δ(N(t)−Ñ(t)) → 0. The last inequality in (26)
follows since N(t)− Ñ(t)≥ [tγ1] − [tγ2] ≥ tγ1 − 1 − tγ2 ≥ 0�5tγ1 for any t larger
than some T ≥ T3. Q.E.D.
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LEMMA 3: Given ε̃ > 0, there exist δ > 0 and T such that ∀θ ∈ Θ, ∀s ∈ S, and
∀t > T ,

P
(|At

3(θ� s)|> ε̃
)≤ e−δtγ0γ1 �(34)

PROOF: First let us show that for any positive integer m, ∀θ ∈Θ, and ∀s ∈ S,

At
3(θ� s) ≤ β

1 −β

[
max

i=t−mN(t)�t−1

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)

(35)

+ max
i=t−mN(t)�t−1

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)]

+βm max
i=t−mN(t)�t−1

(
max

j=1�N̂(i)

Ai
3(θ

i� si�j)
)
�

By definition,

At
3(θ� s�d)=

∣∣∣∣∣
Ñ(t)∑
i=1

N̂(ki)∑
j=1

(V ki(ski�j;θki)− V (ski�j;θki))Wki�j�t(s� d�θ)

∣∣∣∣∣�(36)

Since maxd a(d)− maxd b(d)≤ maxd{a(d)− b(d)},
|V ki(ski�j;θki)− V (ski�j;θki)|(37)

=
∣∣∣max

d∈D

{
u(ski�j� d)+βÊ(ki)[V (s′;θki) | ski�j� d;θki]}

− max
d∈D

{
u(ski�j� d)+βE[V (s′;θki) | ski�j� d;θki]}∣∣∣

≤
∣∣∣max

d∈D

{
βÊ(ki)[V (s′;θki) | ski�j� d;θki]

−βE[V (s′;θki) | ski�j� d;θki ]}∣∣∣�
From (37) and definition of At

l(·) given in Theorem 4,

|V ki(ski�j;θki)− V (ski�j;θki)|(38)

≤ βmax
d∈D

(
A

ki
1 (θ

ki � ski�j� d)+A
ki
2 (θ

ki � ski�j� d)+A
ki
3 (θ

ki � ski�j� d)
)

≤ β
(
A

ki
1 (θ

ki � ski�j)+A
ki
2 (θ

ki � ski�j)+A
ki
3 (θ

ki � ski�j)
)
�

Combining (36) and (38) gives

At
3(θ� s�d) ≤ β

Ñ(t)∑
i=1

N̂(ki)∑
j=1

(
A

ki
1 (θ

ki � ski�j)+A
ki
2 (θ

ki � ski�j)(39)
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+A
ki
3 (θ

ki � ski�j)
)
Wki�j�t(s� d�θ)

≤ β max
i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)

+β max
i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)

+β max
i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
3(θ

i� si�j)
)
�

where the second inequality follows from the fact that ∀i ∈ {1� � � � � Ñ(t)}, ki ∈
{t−N(t)� � � � � t−1} and the weights sum to 1. Since the right-hand side (r.h.s.)
of (39) does not depend on d,

At
3(θ� s) ≤ β max

i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)

(40)

+β max
i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)

+β max
i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
3(θ

i� si�j)
)
�

To facilitate the description of the iterative process on (40) that will lead
to (35), let M(t�0)= t and M(t� i)=M(t� i− 1)−N(M(t� i− 1)). Then

At
3(θ� s) ≤ β max

i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)

(41)

+β max
i=t−N(t)�t−1

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)

+β2 max
i=t−N(t)−N[t−N(t)]�t−2

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)

+β2 max
i=t−N(t)−N[t−N(t)]�t−2

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)

+β2 max
i=t−N(t)−N[t−N(t)]�t−2

(
max

j=1�N̂(i)

Ai
3(θ

i� si�j)
)

≤
m∑

k=1

βk
[

max
i=M(t�k)�t−k

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)

+ max
i=M(t�k)�t−k

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)]

+βm max
i=M(t�m)�t−m

(
max

j=1�N̂(i)

Ai
3(θ

i� si�j)
)
�
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from which (35) follows since
∑m

k=1 β
k < β/(1 − β) and M(t�m) ≥ t −

mN(t) ∀m.
Inequality in (35) is shown to hold for any m. Let m(t) = [(t − tγ0)/N(t)]

([x] is the integer part of x) and notice that M(t�m(t)) ≥ t − m(t)N(t) ≥ tγ0 .
Since Ai

3(θ
i� si�j) is bounded above by some Ā3 < ∞ (utility function, and state

and parameter spaces are bounded),

P
[|At

3(θ� s)| > ε̃
]

≤ P

[
β

1 −β

{
max

i=t−m(t)N(t)�t−1

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)

+ max
i=t−m(t)N(t)�t−1

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)}

+βm(t) max
i=t−m(t)N(t)�t−1

(
max

j=1�N̂(i)

Ai
3(θ

i� si�j)
)
> ε̃

]

≤ P

[
max

i=t−m(t)N(t)�t−1

(
max

j=1�N̂(i)

Ai
1(θ

i� si�j)
)
>

ε̃(1 −β)

3β

]

+ P

[
max

i=t−m(t)N(t)�t−1

(
max

j=1�N̂(i)

Ai
2(θ

i� si�j)
)
>

ε̃(1 −β)

3β

]

+ P

[
βm(t)Ā3 >

ε̃

3

]

≤
t−1∑

i=t−m(t)N(t)

N̂(i)∑
j=1

{
P

[
Ai

1(θ
i� si�j) >

ε̃(1 −β)

3β

]

+ P

[
Ai

2(θ
i� si�j) >

ε̃(1 −β)

3β

]}
�

The last inequality holds for t > T3, where T3 satisfies P(βm(t)Ā3 > ε̃/3) =
0 ∀t > T3. Such T3 exists since m(t)→ ∞.

Since t − m(t)N(t) → ∞, by Lemma 1 and Lemma 2, there exist δ1 > 0,
δ2 > 0, T1, and T2 such that ∀t > max(T1�T2�T3),

P(|At
3(θ� s)| > ε̃)(42)

≤
t−1∑

i=t−m(t)N(t)

N̂(i)
[
e−δ1Ñ(i)N̂(i−N(i)) + e−δ2(N(i)−Ñ(i))

]
�

Proposition 8 shows that there exist δ > 0 and T4 such that the r.h.s. of (42)
is no larger than exp(−δtγ0γ1) ∀t > T4. Thus, setting T = max(T1�T2�T3�T4)
completes the proof. Q.E.D.
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S2. EXTENSION TO THE UNIFORM CONVERGENCE

First, note that the approximation error is not a continuous function of (θ� s).
Thus, we cannot apply the standard results to show the measurability of the
supremum of the approximation error over the state and parameter spaces.
Proposition 1 below and Proposition 3 establish the measurability in this case.
Next, Lemma 4 shows that a uniform version of Lemma 1 holds; Lemma 5
shows that a uniform version of Lemma 2 also holds; a uniform version of
Lemma 3 holds trivially since the right-hand side of the key inequality (35)
does not depend on (θ� s). Theorem 1 follows from the uniform versions of the
lemmas in the same way as Theorem 4 follows from Lemmas 1–3.

PROPOSITION 1: Let f (ω�θ) be a measurable function on (Ω×Θ�σ(A × B))

with values in R. Assume that Θ has a countable subset Θ̃ and that for any ω ∈ Ω

and any θ ∈ Θ there exists a sequence in Θ̃, {θ̃n} such that f (ω� θ̃n) → f (ω�θ).
Then supθ∈Θ f (ω�θ) is measurable with respect to (w.r.t.) (Ω� A) (the proposition
can be used to show that the supremum of a random function with some simple
discontinuities, e.g., jumps, on a separable space is measurable).

PROOF: First, let us show that for an arbitrary t,⋃
θ∈Θ

[f (ω�θ) > t] =
⋃
θ∈Θ̃

[f (ω�θ) > t]�(43)

Assume ω1 ∈ ⋃
θ∈Θ[f (ω�θ) > t]. This means there exists θ1 ∈ Θ such that

f (ω1� θ1) > t. By the theorem’s assumption, ∃{θ̃n} is such that f (ω1� θ̃n) →
f (ω1� θ1). Then ∃n, f (ω1� θ̃n) > t. Thus, ω1 ∈ ⋃

θ∈Θ̃[f (ω�θ) > t] and (43) is
proved.

Note that [supθ∈Θ f (ω�θ) > t] =⋃
θ∈Θ[f (ω�θ) > t] =⋃

θ∈Θ̃[f (ω�θ) > t] is a
countable union of sets from A and thus also belongs to A. Q.E.D.

To apply the proposition for establishing the measurability of the supremum
of the approximation errors, let the set of rational numbers contained in Θ×S

play the role of the countable subset Θ̃. Proposition 3 shows that for any given
history ωt−1 and any (θ� s), it is always possible to find a sequence with rational
coordinates (θ̃n) → θ such that for all n, (θ̃n) and θ have the same iteration
indices for the nearest neighbors. For a given history ωt−1, the approximation
error is continuous in (θ� s) on the subsets of Θ × S that give the same itera-
tion indices of the nearest neighbors. Using any rational sequence sn → s gives
f (ω� ˜(θ� s)n) → f (ω� (θ� s)) as required in the proposition. Thus, the supre-
mum of the approximation error is measurable.

LEMMA 4: Given ε̃ > 0, there exist δ > 0 and T such that ∀t > T ,

P
(

sup
θ∈Θ�s∈S

|At
1(θ� s)|> ε̃

)
≤ e−δÑ(t)N̂(t−N(t)) ≤ e−0�5δtγ1 �(44)
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PROOF: Fix a combination m = {m1� � � � �mÑ(t)} from {t − N(t)� � � � � t − 1}.
Lemma 1 defines X(ωt−1� θ� s�d�m) in (18). By Proposition 5, {X(ωt−1� θ� s�

d�m)}ωt−1 are equicontinuous on Θ × S: there exists δ̃(ε̃) > 0 such that
‖(θ1� s1) − ((θ2� s2))‖ < δ̃(ε̃) implies |X(ωt−1� θ1� s1� d�m) − X(ωt−1� θ2� s2�
d�m)| < ε̃/2. Since Θ × S is a compact set, it can be covered by M balls:
Θ×S ⊂⋃M

i=1 Bi with radius δ̃(ε̃) and centers at (θi� si), where M <∞ depends
only on ε̃. It follows that[

sup
θ�s

X(ωt−1� θ� s�d�m) > ε̃
]

=
⋃
θ�s

[X(ωt−1� θ� s�d�m) > ε̃](45)

=
M⋃
i=1

⋃
(θ�s)∈Bi

[X(ωt−1� θ� s�d�m) > ε̃]�

Let us show that

⋃
(θ�s)∈Bi

[X(ωt−1� θ� s�d�m) > ε̃] ⊂
[
X(ωt−1� θi� si� d�m) >

ε̃

2

]
�(46)

If ωt−1
∗ ∈ ⋃

(θ�s)∈Bi
[X(ωt−1� θ� s�d�m) > ε̃], then ∃(θ∗� s∗) ∈ Bi(θi� si) such that

X(ωt−1
∗ � θ∗� s∗� d�m) > ε̃. Since ‖(θ∗� s∗) − (θi� si)‖ ≤ δ̃(ε̃), X(ωt−1

∗ � θi� si�
d�m) ≥ X(ωt−1

∗ � θ∗� s∗� d�m) − ε̃/2. This implies ωt−1
∗ ∈ [X(ωt−1� θi� si� d�

m) > ε̃
2 ].

Since supθ�s |At
1(θ� s�d)|< maxm supθ�s X(ωt−1� θ� s�d�m),

P
(

sup
θ�s

|At
1(θ� s�d)|> ε̃

)
(47)

≤ P
[
max
m

sup
θ�s

X(ωt−1� θ� s�d�m) > ε̃
]

(max is over all possible combinations m)

≤ P

(⋃
m

[
sup
θ�s

X(ωt−1� θ� s�d�m) > ε̃
])

≤
∑
m

P
[
sup
θ�s

X(ωt−1� θ� s�d�m) > ε̃
]

≤
∑
m

P

(
M⋃
i=1

[
X(ωt−1� θi� si� d�m) >

ε̃

2

])
(by (45) and (46))

≤M
N(t)!

(N(t)− Ñ(t))!Ñ(t)!2 exp
{−4δÑ(t)N̂(t −N(t))

}
�
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where N(t)!/((N(t) − Ñ(t))!Ñ(t)!) is the number of different combinations
m and 2 exp{−4δÑ(t)N̂(t −N(t))} is the bound from (22) in Lemma 1. From
the last inequality, the proof follows steps of the argument starting after (23)
in the proof of Lemma 1. Q.E.D.

LEMMA 5: Given ε̃ > 0, there exist δ > 0 and T such that ∀t > T ,

P
(

sup
θ�s

|At
2(θ� s)|> ε̃

)
≤ e−δ(N(t)−Ñ(t)) ≤ e−0�5δtγ1 �(48)

PROOF: From Lemma 2,[|At
2(θ� s�d)|> ε̃

]
(49)

⊂
⋃

(j1�����jN(t)−Ñ(t)
)

jm∈{t−N(t)�����t−1}�
m �=l⇒jm �=jl

N(t)−Ñ(t)⋂
m=1

[‖θjm − θ‖ > δ̃ε̃]�

This implies that[
sup
θ�s

|At
2(θ� s�d)|> ε̃

]
(50)

=
⋃
θ�s

[|At
2(θ� s�d)|> ε̃

]

⊂
⋃
θ∈Θ

{ ⋃
(j1�����jN(t)−Ñ(t)

)

jm∈{t−N(t)�����t−1}�
m �=l⇒jm �=jl

N(t)−Ñ(t)⋂
m=1

[‖θjm − θ‖ > δ̃ε̃]
}
�

Since Θ is a rectangle in RJΘ , it can be covered by a finite number of balls with
radius δ̃ε̃/2:

Θ⊂
M⋃
i=1

B(θi)� M = const ·(δ̃ε̃/2)−JΘ�(51)

Let us prove the fact

⋃
θ∈B(θi)

N(t)−Ñ(t)⋂
m=1

[‖θjm − θ‖ > δ̃ε̃] ⊂
N(t)−Ñ(t)⋂

m=1

[θjm /∈ B(θi)]�(52)
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Assume ωt−1 ∈ (
⋂N(t)−Ñ(t)

m=1 [θjm /∈ B(θi)])c . There exists m such that θjm ∈
B(θi). It follows that ∀θ ∈ B(θi)�∃θjm�‖θjm − θ‖ ≤ δ̃ε̃. Thus, ωt−1 belongs to
the set

⋂
θ∈B(θi)

N(t)−Ñ(t)⋃
m=1

[‖θjm − θ‖ ≤ δ̃ε̃] =
( ⋃

θ∈B(θi)

N(t)−Ñ(t)⋂
m=1

[‖θjm − θ‖> δ̃ε̃]
)c

�(53)

Therefore, the claim in (52) is proved.
By the same argument as for (31) from Lemma 2, we can establish that

P

(
N(t)−Ñ(t)⋂

m=1

[θjm /∈ B(θi)]
)

≤ e−4δ(N(t)−Ñ(t))(54)

for some positive δ.
From (50), (51), and (52)[

sup
θ�s

|At
2(θ� s�d)|> ε̃

]
(55)

⊂
⋃

(j1�����jN(t)−Ñ(t)
)

jm∈{t−N(t)�����t−1}�
m �=l⇒jm �=jl

M⋃
i=1

(
N(t)−Ñ(t)⋂

m=1

[θjm /∈ B(θi)]
)
�

Using (54) and (55) gives

P
[
sup
θ�s

|At
2(θ� s�d)|> ε̃

]
≤ N(t)!

Ñ(t)!(N(t)− Ñ(t))!Me−4δ(N(t)−Ñ(t))�(56)

The rest of the proof follows the corresponding steps in Lemma 2. Q.E.D.

S3. PROOF OF CONVERGENCE OF POSTERIOR EXPECTATIONS

PROOF OF THEOREM 2: First, let us introduce some notation shortcuts:

r = r(θ� V� ε;F(θ�ε))�
r̂ = r(θ� V� ε; F̂n(θ� ε))�

1{·} = 1Θ(θ) ·
(∏

i�t

1E(εt�i)p(dt�i|Vt�i)

)

·
(∏

i�t�k

1[−ν�ν]
(
q(θ� Vt�i� εt�i� Ft�i(θ� εt�i))

))
�
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1̂{·} = 1Θ(θ) ·
(∏

i�t

1E(εt�i)p(dt�i|Vt�i)

)

·
(∏

i�t�k

1[−ν�ν]
(
q(θ� Vt�i� εt�i� F̂

n
t�i(θ� εt�i))

))
�

∫
h(θ� V� ε)d(θ� V� ε)=

∫
h�

p= p(θ� V� ε;F |d�x)= r · 1{·}∫
r · 1{·}

�

p̂= p(θ� V� ε; F̂n|d�x)= r̂ · 1̂{·}∫
r̂ · 1̂{·}

�

The probability that the approximation error exceeds ε > 0 can be bounded by
the sum of two terms

P

[∣∣∣∣
∫

h ·p−
∫

h · p̂
∣∣∣∣> ε

]
(57)

≤ P(‖F − F̂‖ > δF)

+ P

([∣∣∣∣
∫

h ·p−
∫

h · p̂
∣∣∣∣> ε

]
∩ [‖F − F̂‖ ≤ δF ]

)
�(58)

where ‖F − F̂‖ = sups�θ�d |F(s�θ�d) − F̂(s� θ�d)|, F(s�θ�d) is the expected
value function (or the difference of expected value functions, depending on
the parameterization of the Gibbs sampler), and F̂ is the approximation to F
from the DP solving algorithm on its iteration n (fixed in this proof). I will show
that for a sufficiently small δF > 0, the set in (58) is empty. Then, by Theorem 1,
the term in (57) can be bounded by zn corresponding to δF :[∣∣∣∣

∫
h ·p−

∫
h · p̂

∣∣∣∣> ε

]
∩ [‖F − F̂‖ ≤ δF ]

⊂
[∫

|p− p̂|> ε/‖h‖
]

∩ [‖F − F̂‖ ≤ δF ]

⊂
([∫

1̂{·}=1{·}
|p− p̂| > ε/(2‖h‖)

]
∩ [‖F − F̂‖ ≤ δF ]

)
(59)

∪
([∫

1̂{·} �=1{·}
|p− p̂| > ε/(2‖h‖)

]
∩ [‖F − F̂‖ ≤ δF ]

)
�(60)
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Let us start with (59):

([∫
1̂{·}=1{·}

|p− p̂|> ε

(2‖h‖)
]

∩ [‖F − F̂‖ ≤ δF ]
)

(61)

=
[∫

1̂{·}=1{·}

∣∣∣∣ r∫
r · 1{·}

− r̂∫
r̂ · 1̂{·}

∣∣∣∣> ε

2‖h‖
]

∩ [‖F − F̂‖ ≤ δF ]

⊂
[∥∥∥∥ r∫

r · 1{·}
− r̂∫

r̂ · 1̂{·}

∥∥∥∥> ε

2‖h‖λ
]

∩ [‖F − F̂‖ ≤ δF ]�

where λ <∞ is the Lebesgue measure of the space for the parameters and the
latent variables. For δSp ∈ (0�

∫
r · 1{·}):

[∥∥∥∥ r∫
r · 1{·}

− r̂∫
r̂ · 1̂{·}

∥∥∥∥> ε

2‖h‖λ
]

∩ [‖F − F̂‖ ≤ δF ]

=
([∥∥∥∥ r∫

r · 1{·}
− r̂∫

r̂ · 1̂{·}

∥∥∥∥> ε

2‖h‖λ
]

∩ [‖F − F̂‖ ≤ δF ]

∩
[∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣> δSp

])
(62)

∪
([∥∥∥∥ r∫

r · 1{·}
− r̂∫

r̂ · 1̂{·}

∥∥∥∥> ε

2‖h‖λ
]

∩ [‖F − F̂‖ ≤ δF ]

∩
[∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣≤ δSp

])
�(63)

By Proposition 2 for δSp there exists δ1
F > 0 such that [| ∫ r · 1{·} − ∫

r̂ · 1̂{·}| >
δSp] = ∅. Thus, (62) (the whole two-line expression in parentheses) is the empty
set for any δF < δ1

F . Now, let us work with (63) (again, both lines in parenthe-
ses):

∥∥∥∥ r∫
r · 1{·}

− r̂∫
r̂ · 1̂{·}

∥∥∥∥≤
‖r‖ ·

∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣∫
r · 1{·} ·

∫
r̂ · 1̂{·}

+ ‖r̂ − r‖∫
r̂ · 1̂{·}

(64)
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≤
‖r‖ ·

∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣∫
r · 1{·} ·

(∫
r · 1{·} − δSp

)

+ ‖r̂ − r‖∫
r · 1{·} − δSp

�

This inequality shows that (63) is a subset of the union of the two sets

[ ‖r‖ ·
∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣∫
r · 1{·} ·

(∫ ∫
r · 1{·} − δSp

) >
ε

4‖h‖λ
]

∩ [‖F − F̂‖ ≤ δF ](65)

∩
[∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣≤ δSp

]

and [ ‖r̂ − r‖∫
r · 1{·} − δSp

>
ε

4‖h‖λ
]

∩ [‖F − F̂‖ ≤ δF ](66)

∩
[∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣≤ δSp

]
�

I will show that both of them are empty for sufficiently small δF . By Proposi-
tion 2, there exists δ2

F > 0 such that

[∣∣∣∣
∫

r · 1{·} −
∫

r̂ · 1̂{·}

∣∣∣∣>
ε ·

∫
r · 1{·} ·

(∫
r · 1{·} − δSp

)
4‖h‖λ‖r‖

]
= ∅

whenever ‖F − F̂‖ ≤ δ2
F . Therefore, (65) is equal to the empty set for δF ≤ δ2

F .
Since r is continuous in components of F , there exists δ3

F > 0 such that

‖r̂ − r‖ <
ε ·

(∫
r · 1{·} − δSp

)
4‖h‖λ‖r‖

whenever ‖F − F̂‖ ≤ δ3
F . Therefore, for δF ≤ δ3

F , (66) is equal to the empty
set and so is (63). Thus far we showed that (59) is equal to the empty set for
δF ≤ mini=1�2�3(δ

i
F).
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Now, let us work with (60). Note that∫
1̂{·} �=1{·}

|p− p̂| ≤
( ‖r‖∫

r · 1{·}
+ ‖r̂‖∫

r̂ · 1̂{·}

)∫
1̂{·} �=1{·}

1

≤
( ‖r‖∫

r · 1{·}
+ ‖r̂‖∫

r · 1{·} − δSp

)∫
1̂{·} �=1{·}

1�

Thus, (60) is a subset of the set([∫
1̂{·} �=1{·}

|p− p̂|> ε

(2‖h‖)
]

∩ [‖F − F̂‖ ≤ δF ]
)

(67)

⊂
([∫

1̂{·} �=1{·}
1 > ε

/(
2‖h‖

( ‖r‖∫
r · 1{·}

+ ‖r̂‖∫
r · 1{·} − δSp

))]

∩[‖F − F̂‖ ≤ δF ]
)
�

Using the same argument as the one starting from (71) in Proposition 2, I can
show that there exists δ4

F > 0 such that ∀δF < δ4
F , (60) will be the empty set.

Setting δF = mini=1�2�3�4{δi
F} completes the proof of the theorem. Q.E.D.

PROPOSITION 2: For any ε > 0, there exists δF > 0 such that

[‖F − F̂‖< δF ] ∩
[∣∣∣∣
∫

r̂ · 1̂{·} −
∫

r · 1{·}

∣∣∣∣> ε

]
= ∅�(68)

PROOF:[∣∣∣∣
∫

r̂ · 1̂{·} −
∫

r · 1{·}

∣∣∣∣> ε

]
⊂
[∫ ∣∣r̂ · 1̂{·} − r · 1{·}

∣∣> ε

]

⊂
[∫

1̂{·}=1{·}

∣∣r̂ · 1̂{·} − r · 1{·}
∣∣> ε/2

]
(69)

∪
[∫

1̂{·} �=1{·}

∣∣r̂ · 1̂{·} − r · 1{·}
∣∣> ε/2

]
�(70)

Let us show that the intersection of (69) and [‖F − F̂‖ < δF ] is the empty set
for a sufficiently small δF :[∫

1̂{·}=1{·}

∣∣r̂ · 1̂{·} − r · 1{·}
∣∣> ε/2

]
⊂
[∫

1̂{·}=1{·}

∣∣r̂ − r
∣∣> ε/2

]
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⊂ [‖r̂ − r‖ > ε/(2λ)]�

where λ < ∞ is the Lebesgue measure of the bounded space for the pa-
rameters and the latent variables on which the integration is performed:
Θ × E × · · · × E × V × · · · × V, where V ⊂ R is the space for the alternative
specific value functions Vt�d�i. By Assumption 7, r is continuous in components
of F . Thus, ∃δ1

F > 0 such that ‖F − F̂‖ < δ1
F implies ‖r̂ − r‖ < ε/(2λ), which

means that the intersection of (69) and [‖F − F̂‖ < δF ] is the empty set for
∀δF < δ1

F .
Let us show that the intersection of (70) and [‖F − F̂‖< δF ] is the empty set

for a sufficiently small δF . First, note that
∫

1̂{·} �=1{·}

∣∣r̂ · 1̂{·} − r · 1{·}
∣∣≤ (‖r‖ + ‖r̂‖)

∫
1̂{·} �=·1{·}

1�(71)

where ‖r‖ < ∞ and ‖r̂‖ < r < ∞ for any F̂ (everything is bounded in the
model). Thus,

[‖F − F̂‖< δF ] ∩
[∫

1̂{·} �=1{·}

∣∣r̂ · 1̂{·} − r · 1{·}
∣∣> ε/2

]
(72)

⊂ [‖F − F̂‖ < δF ] ∩
[∫

1̂{·} �=1{·}
1 > ε/

(
2(‖r‖ + ‖r̂‖))]

= [‖F − F̂‖ < δF ] ∩ [
λ
[
1̂{·} �= 1{·}

]
> ε/

(
2(‖r‖ + ‖r̂‖))]�

where λ(·) is the Lebesgue measure on the space of the parameters and the
latent variables.

By Assumption 7, qk is continuous in components of F . Thus, for any δq > 0,
there exists δF(δq) > 0 such that ‖F−F̂‖ < δF(δq) implies maxk ‖q̂k−qk‖< δq.
On the space of the parameters and the latent variables (these are not subsets
of the underlying probability space),

[
(θ� V� ε) : 1̂{·} �= 1{·}

]
(73)

⊂
⋃
i�t�k

[
(θ� V� ε) :qk(θ� Vt�i� εt�i� Ft�i) ∈ Bδq(ν)∪Bδq(−ν)

]

if ‖F − F̂‖ < δF(δq). To prove this claim, assume ∀i� t�k qk(θ� Vt�i� εt�i� Ft�i) /∈
Bδq(ν)∪Bδq(−ν). So the distance between qk and the truncation region edges
−ν and ν is larger than δq for all i� t�k. But then, since ‖q̂k −qk‖ < δq, 1̂{·} = 1{·}
and the claim (73) is proved.
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Note that

lim
δq→0

λ

(⋃
i�t�k

[
(θ� V� ε) :qk(θ� Vt�i� εt�i� Ft�i) ∈ Bδq(ν)∪Bδq(−ν)

])
(74)

≤
∑
i�t�k

lim
δq→0

λ
[
(θ� V� ε) :qk(θ� Vt�i� εt�i� Ft�i) ∈ Bδq(ν)∪Bδq(−ν)

]

=
∑
i�t�k

λ
[
(θ� V� ε) :qk(θ� Vt�i� εt�i� Ft�i) ∈ {ν�−ν}]�

where the last equality holds by the monotone property of measures (the
Lebesgue measure in this case) and by the fact that

⋂
δq>0[qk ∈ Bδq(ν)] =

[qk = ν].
By Assumption 7, λ[(θ� V� ε) :qk = ν] = λ[(θ� V� ε) :qk = −ν] = 0. There-

fore, the limit in (74) is equal to zero and there exists δ∗
q > 0 such that if

‖F − F̂‖< δF(δ
∗
q), then

λ
[
1̂{·} �= 1{·}

]
< ε/

(
2(‖r‖ + ‖r̂‖))�

So ∀δF ∈ (0� δF(δ
∗
q)], the intersection of (70) and [‖F − F̂‖ < δF ] is the

empty set. Setting δF = min{δF(δ
∗
q)� δ

1
F} completes the proof of the proposi-

tion. Q.E.D.

PROOF OF THEOREM 3: The proof is the same as the proofs of analogous
results in Roberts and Rosenthal (2006). Conditions (a) and (b) here can be
used instead of their assumptions (a) and (b) on page 8. Result (i) follows from
their proof of Theorem 5 and result (ii) follows from their proof of Theorem 23
(the only required change in the proofs is to use the exact transition kernel
from my setup instead of PΓK−N

in their formula (3)). Q.E.D.

S4. AUXILIARY RESULTS

PROPOSITION 3: For any {θ1� � � � � θN} and θ in Rn, and any Ñ ≤N , there exists
a sequence of rational numbers qm → θ such that for any m, qm and θ have the
same set of indices for the nearest neighbors: {k1� � � � �kÑ} defined by (11).

PROOF: The outcomes of selecting the nearest neighbors can be classi-
fied into two cases. The trivial case occurs when there exists a ball around
θ with radius r such that ‖θki − θ‖ < r and ‖θj − θ‖ > r + d for d > 0
and j �= ki. Then, applying the triangle inequality twice, we get ∀q ∈ Bd/4(θ),
‖θki − q‖ < r + d/2 < ‖θj − q‖ ∀j �= ki. For this case the proposition holds
trivially.
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The other case occurs when there exists a ball at θ with radius r1 such that
the closure of the ball includes all the nearest neighbors and the boundary of
the ball includes one or more θj that are not included in the set of the nearest
neighbors. For this case, I will construct a ball in the vicinity of θ such that it
can be made as close to θ as needed and such that for any point inside this ball,
the set of the nearest neighbors is the same as for θ.

As described in the main paper (see (11)), the selection of the nearest neigh-
bors on the boundary of Br1(θ) is conducted by the lexicographic comparison
of (θj − θ). Let us denote vectors (θj − θ) such that θj is on the boundary
of Br1(θ): ‖θj − θ‖ = r1 by x0�i, i = 1� � � � �M0

x . The results of the lexicographic
selection process can be represented as

zk�i = (r1 − a1� � � � � rk−1 − ak−1� z
k�i
k � � � � � zk�i

n )�(75)

xk�i = (r1 − a1� � � � � rk−1 − ak−1� rk − ak�x
k�i
k+1� � � � � x

k�i
n )�

yk�i = (r1 − a1� � � � � rk−1 − ak−1� y
k�i
k � � � � � yk�i

n )�

where a geometric interpretation of variables rk and ak is given in Figure 1,

zk�i
k > rk − ak > yk�i

k �(76)

and k= 1� � � � �K for some K ≤ n. Vectors zk�i� i = 1� � � � �Mk
z , are those vectors

included in the set of nearest neighbors for which the decision of inclusion was
obtained from the lexicographic comparison for the coordinate k. Vectors xk�i,
i = 1� � � � �Mk

x , are the vectors for which the decision has not yet been made
after comparing coordinates k. Vectors yk�i� i = 1� � � � �Mk

y , are the vectors for
which the decision of not including them in the set of the nearest neighbors
was obtained from comparing coordinate k. Vectors xk+1�i, yk+1�i, and zk+1�i are
all selected from xk�i. The lexicographic selection will end at some coordinate
K with unique xK . This vector is denoted by x, not by z, to emphasize the fact
that if there are multiple repetitions of θ + xK = θi = θj� i �= j, in the history,
then not all the repetitions have to be selected for the set of nearest neighbors

FIGURE 1.—Nearest neighbors.
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(the ones with larger iteration number will be selected first). Of course, this is
true only for the last selected nearest neighbor; for all the previous ones, all the
repetitions are included. Note that vectors zk�i, xk�i, and yk�i are constructed in
the system of coordinates with the origin at θ, so we should add θ to all of them
to get back to the original coordinate system.

A graphical illustration might be helpful for understanding the idea of the
proof (the proof was actually constructed from similar graphical examples in
R2 and R3). The figure shows an example in which two nearest neighbors have
to be chosen for point O. Since the required number of nearest neighbors is
smaller than the number of points on the circle, we can always find a1 such that
all the points with the first coordinate strictly above r1 − a1 will be included
in the set of the nearest neighbors and all the points with the first coordinate
strictly below r1 − a1 will not be. For the points with the coordinate equal to
r1 − a1, the selection process continues to the next dimension.

If we did not use the lexicographic comparison and just resolved the multi-
valuedness of arg min by choosing vectors with larger iteration numbers first,
then the proposition would not hold (a counterexample could be easily found
in R2).

If the following conditions hold, then the same nearest neighbors from the
surface of Br1(θ) will be chosen for (θ+ b) and θ:

‖b− yk�i‖> ‖b− xK‖> ‖b− zk�i‖ ∀k� i�(77)

The condition says that (xK + θ), which is the last nearest neighbor selected
for θ, also has to be selected last for (θ+b) and that vectors on the boundary of
Br1(θ) that are not the selected nearest neighbors for θ (yk�i�∀k� i) should not
be the selected nearest neighbors for (θ+b). Since ‖yk�i‖ = ‖xK‖ = ‖zk�i‖ = r1,
these conditions are equivalent to

bT (xK − yk�i) > 0 and bT (zk�i − xK) > 0�(78)

Define

d = min
k=1�K

min
{

min
i

[zk�i
k − (rk − ak)]�

min
i

[(rk − ak)− yk�i
k ]

}
� d > 0 by construction.

For given ε1 > 0, let

εk+1 = min{εk� εkd/(4nr1)}�(79)

ε(ε1)= (ε1� � � � � εn)�

δ(ε1) = εnd/(8nr1)�
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Let b ∈ Bδ(ε1)(ε(ε1)) and l = b − ε(ε1). Let us show that (78) holds for any
such b:

bT (xK − yk�i) = (rk − ak − yk�i
k )εk +

n∑
m=k+1

(xK
m − yk�i

m )εm(80)

+
n∑

m=k

(xK
m − yk�i

m )lm�

Note that |lk| ≤ δ(ε1) and |xK
m − yk�i

m | ≤ 2r1:

bT (xK − yk�i) ≥ (rk − ak − yk�i
k )εk − n2r1 max

m=k+1�n
εm − n2r1δ(ε1)(81)

≥ dεk − n2r1
εkd

4nr1
− n2r1

εkd

8nr1

= dεk

4
> 0�

Analogously,

bT (zk�i − xK) ≥ [zk�i
k − (rk − ak)]εk +

n∑
m=k+1

(zk�i
m − xK

m)εm(82)

+
n∑

m=k

(zk�i
m − xK

m)lm

≥ dεk − n2r1 max
m=k+1�n

εm − n2r1δ(ε1)

≥ dεk

4
> 0�

Thus, the order of selecting the nearest neighbors on the surface of Br1(θ) is
the same for θ and any θ + b if b ∈ Bδ(ε1)(ε(ε1)) for any ε1 > 0. Making ε1

sufficiently small, we can guarantee that all θj satisfying ‖θj − θ‖ < r1 will be
chosen as the nearest neighbors for θ + b before the vectors on the surface
of Br1(θ) and that θj satisfying ‖θj − θ‖ > r1 will not be chosen at all. For
any ε1 > 0, Bδ(ε1)(θ + ε(ε1)) will contain rational numbers. Letting a positive
sequence {εm1 } go to zero and choosing qm ∈ Bδ(θ+εm)∩Q will give the sought
sequence {qm}. Q.E.D.

PROPOSITION 4: If Θ and S are compact, u(s�d;θ) is continuous in (s� θ),
and f (s′ | s�d;θ) is continuous in (θ� s� s′), then V (s;θ) and E{V (s′;θ) | s�d;θ}
are continuous in (θ� s).
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PROOF: The proof of the proposition follows closely the standard proof of
the continuity of value functions with respect to the state variables (see, for
example, Chapters 3 and 4 of Stokey and Lucas (1989)). Let us consider the
Bellman operator Γ on the Banach space of bounded functions B with sup
norm: V :Θ× S →X , where X is a bounded subset of R:

Γ (V )(s;θ)= max
d

{
u(s�d;θ)+β

∫
V (s′;θ)f (s′ | s�d;θ)ds′

}
�

Blackwell’s sufficient conditions for contraction are satisfied for this operator,
so Γ is a contraction mapping on B. The set of continuous functions C is a
closed subset in B. Thus, it suffices show that Γ (C) ⊂ C (this trivially implies
that the fixed point of Γ is a continuous function).

Let V (s;θ) be a continuous function in B (V ∈ C). Let us show that Γ (V ) is
also continuous:

|Γ (V )(s1;θ1)− Γ (V )(s2;θ2)|(83)

≤ max
d

∣∣∣∣u(s1� d;θ1)− u(s2� d;θ2)

+β

∫
V (s′;θ1)f (s

′ | s1� d;θ1)ds
′

−β

∫
V (s′;θ2)f (s

′ | s2� d;θ2)ds
′
∣∣∣∣

≤ max
d

|u(s1� d;θ1)− u(s2� d;θ2)|

+βmax
d

∣∣∣∣
∫

[V (s′;θ1)f (s
′ | s1� d;θ1)

− V (s′;θ2)f (s
′ | s2� d;θ2)]ds′

∣∣∣∣�
Given ε > 0, there exists δ1 > 0 such that ‖(s1;θ1) − (s2;θ2)‖ < δ1 implies
maxd |u(s1� d;θ1)− u(s2� d;θ2)| < ε/2:

∣∣∣∣
∫

[V (s′;θ1)f (s
′ | s1� d;θ1)− V (s′;θ2)f (s

′ | s2� d;θ2)]ds′
∣∣∣∣(84)

≤ max
d

sup
s′

∣∣V (s′;θ1)f (s
′ | s1� d;θ1)− V (s′;θ2)f (s

′ | s2� d;θ2)
∣∣ · λ(S)�
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Since V (s′;θ)f (s′ | s�d;θ) is continuous on compact Θ×S×S, for ε > 0 there
exists δd

2 > 0 such that ‖(s1� s
′;θ1)− (s2� s

′;θ2)‖ = ‖(s1;θ1)− (s2;θ2)‖ < δd
2 im-

plies

sup
s′

|V (s′;θ1)f (s
′ | s1� d;θ1)− V (s′;θ2)f (s

′ | s2� d;θ2)|< ε

2λ(S)
�

Thus, for δ = min{δ1�mind δ
d
2}, ‖(s1;θ1)− (s2;θ2)‖ < δ implies |Γ (V )(s1;θ1)−

Γ (V )(s2;θ2)| < ε. So Γ (V ) is a continuous function. The continuity of
E{V (s′;θ) | s�d;θ} follows from the continuity of V (s′;θ) by an analogous
argument. Q.E.D.

PROPOSITION 5: A family of functions X(ωt−1� θ� s�d�m) defined in (18) is
equicontinuous on Θ × S if Θ and S are compacts, V (s;θ) and E[V (s′;θ) |
s�d;θ] are continuous in (θ� s), and f (s′ | s�d;θ)/g(s′) is continuous in (θ� s� s′)
and satisfies Assumption 4.

PROOF: Let us introduce the following notation shortcuts: T will denote the
number of terms in the sum defining X(ωt−1� θ� s�d�m). Consider two arbi-
trary points (θ1� s1) and (θ2� s2), let V i

j = V (sj;θi)−EV (θi� si) and

W i
j = f i

j /g
i
j∑

f i
k/g

i
k

= f (sj | si� d;θi)/g(s
j)∑

f (sk | si� d;θi)/g(s
k)
�

Then

|X(ωt−1� θ1� s1� d�m)−X(ωt−1� θ2� s2� d�m)|

=
∣∣∣∣∣

T∑
j=1

V 1
j W

1
j −

T∑
j=1

V 2
j W

2
j ±

T∑
j=1

V 2
j W

1
j

∣∣∣∣∣
≤
∣∣∣∣∣

T∑
j=1

(V 1
j − V 2

j )W
1
j

∣∣∣∣∣(85)

+
∣∣∣∣∣

T∑
j=1

V 2
j (W

1
j −W 2

j )

∣∣∣∣∣�(86)

By the proposition’s hypothesis, V (s;θ) and E[V (s′;θ) | s�d;θ] are continuous
in (θ� s) on a compact set. Thus, given ε > 0 ∃δ1 > 0 such that

‖(θ1� s1� s
j)− (θ2� s2� s

j)‖ = ‖(θ1� s1)− (θ2� s2)‖ < δ1
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implies |V (sj;θ1) − EV (θ1� s1) − (V (sj;θ2) − EV (θ2� s2))| < ε/2. Since the
weights sum to 1, (85) is bounded above by ε/2. Let us similarly bound (86):∣∣∣∣∣

T∑
j=1

V 2
j (W

1
j −W 2

j )

∣∣∣∣∣(87)

=
∣∣∣∣∣

T∑
j=1

V 2
j

(
f 1
j /g

1
j∑

f 1
k/g

1
k

− f 2
j /g

2
j∑

f 2
k/g

2
k

)∣∣∣∣∣
=
∣∣∣∣
((∑

f 2
k/g

2
k

)[∑
V 2
j (f

1
j /g

1
j − f 2

j /g
2
j )
]

+
[∑

f 2
k/g

2
k −

∑
f 1
k/g

1
k

](∑
V 2
j f

2
j /g

2
j

))
/(∑

f 1
k/g

1
k ·

∑
f 2
k/g

2
k

)∣∣∣∣
≤ V · maxj |f 1

j /g
1
j − f 2

j /g
2
j | · T

fT
+ T · maxj |f 1

j /g
1
j − f 2

j /g
2
j | · V · f · T

f 2T 2

≤ max
j

∣∣∣∣f
1
j

g1
j

− f 2
j

g2
j

∣∣∣∣ · V
(

1
f

+ f

f 2

)
�

where f and f are the upper and lower bounds on f/g introduced in Assump-
tion 4, and V < ∞ is an upper bound on V i

j . Since f (s′ | s�d;θ)/g(s′) is contin-
uous in (θ� s� s′) on compact Θ× S × S, for any ε > 0, there exists δ2 > 0 such
that ‖(θ1� s1� s

j)− (θ2� s2� s
j)‖ = ‖(θ1� s1)− (θ2� s2)‖< δ2 implies∣∣∣∣f (sj | s1� d;θ1)

g(sj)
− f (sj | s2� d;θ2)

g(sj)

∣∣∣∣< ε/2

‖V ‖
(

1
f

+ f

f 2

) ∀j�

Thus, (86) is also bounded above by ε/2. For given ε > 0, let δ = min{δ1� δ2}.
Then ‖(θ1� s1)− (θ2� s2)‖< δ implies |X(ωt−1� θ1� s1� d�m)−X(ωt−1� θ1� s1� d�
m)| < ε/2 + ε/2 = ε. Q.E.D.

PROPOSITION 6: Assume that in the DP solving algorithm, the same random
grid over the state space is used at each iteration: sm1�j = sm2�j = sj for any m1, m2,
and j, where sj

i�i�d�∼ g(·). If the number of the nearest neighbors is constant, γ2 in
Assumption 6 is equal to zero and Ñ(t)= Ñ , then all the theoretical results proved
in the paper will hold.
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PROOF: Only the proof of Lemma 1 is affected by the change, since in the
other parts, I use only one fact about the weights in the importance sampling:
the weights are in [0�1]. Thus let us show that Lemma 1 holds.

In Lemma 1, the terms in the sum (19) corresponding to the same sj should
be grouped into one term multiplied by the number of such terms:

P(X(ωt−1� θ� s�d�m) > ε̃)(88)

= P

[∣∣∣∣∣
N̂(max{mi})∑

j=1

(
Mj(t�m)(V (sj;θ)−E[V (s′;θ) | s�d;θ])

× f (sj | s�d;θ)/g(sj))
/(

N̂(max{mr })∑
r=1

Mr(t�m)f (sr | s�d;θ)/g(sr)
)∣∣∣∣∣> ε̃

]

≤ P

[∣∣∣∣∣
N̂(max{mi})∑

j=1

Mj(t�m)(V (sj;θ)−E[V (s′;θ) | s�d;θ])

× f (sj | s�d;θ)
g(sj)

∣∣∣∣∣> ε̃f N̂(max{mi})
]
�

where Mj(t�m) ∈ {1� � � � � Ñ(t)} denotes the number of the terms correspond-
ing to sj and N̂(max{mr}) is the largest grid size. The inequality above follows
since

N̂(max{mi})∑
j=1

Mj(t�m)f (sj | s�d;θ)/g(sj)≥ f N̂(max{mi})�

The summands in (88) are bounded by (Ña� Ñb), where a and b were de-
fined in Lemma 1. Application of Hoeffding’s inequality to (88) gives

P(X(ωt−1� θ� s�d�m) > ε̃) ≤ 2 exp
{−4δÑN̂(max{mi})

}
(89)

≤ 2 exp
{−4δÑN̂(t −N(t))

}
�

where 0 < δ = ε̃2f 2/(2(b− a)2Ñ3). The rest of the argument follows the steps
in Lemma 1 starting after (22). Q.E.D.

PROOF OF COROLLARY 1: Given the assumptions made in the first part of
this proposition, the proofs of Lemma 1 and its uniform extension Lemma 4
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apply without any changes. The rest of the results are not affected at all.
Q.E.D.

PROOF OF COROLLARY 2: If (14) is used for approximating the expectations,
then in the proofs of Lemmas 1 and 4 let us separate the expression for X(·)
into K = card(Sf (sf � d)) terms corresponding to each possible future discrete
state:

X(ωt−1� θ� s�d�m)(90)

= f (s′
f�1 | sf � d;θ)

×
{

Ñ(m)∑
i=1

N̂(ki)∑
j=1

V ki(s′
f�1� s

ki�j;θki)f (ski�j | sc� d;θ)/g(ski�j)
Ñ(m)∑
r=1

N̂(kr )∑
q=1

f (skr �q | sc;θ)/g(skr �q)

−E[V (s′;θ) | s′
f = s′

f�1� sc� d;θ]
}

+ · · ·

+ f (s′
f�K | sf � d;θ)

×
{

Ñ(m)∑
i=1

N̂(ki)∑
j=1

V ki(s′
f�K� s

ki�j;θki)f (ski�j | sc� d;θ)/g(ski�j)
Ñ(m)∑
r=1

N̂(kr )∑
q=1

f (skr �q | sc;θ)/g(skr �q)

−E[V (s′;θ) | s′
f = s′

f�K� sc� d;θ]
}
�

Then, applying the argument from Lemmas 1 and 4, we can bound the proba-
bilities for k= 1� � � � �K,

P

[∣∣∣∣∣f (s′
f�k | sf � d;θ)

Ñ(m)∑
i=1

N̂(ki)∑
j=1

V ki(s′
f�k� s

ki�j;θki)f (ski�j | sc� d;θ)/g(ski�j)
Ñ(m)∑
r=1

N̂(kr )∑
q=1

f (skr �q | sc;θ)/g(skr �q)
(91)

−E[V (s′;θ) | s′
f = s′

f�k� sc� d;θ]
∣∣∣∣∣> ε

K

]
�(92)

and Lemmas 1 and 4 will hold. The proofs of the other lemmas are not affected
at all, since the weights on the value functions in expectation approximations
are still nonnegative and sum to 1. Q.E.D.
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PROPOSITION 7: If xt , zt , and yt are integer sequences with limt→∞ yt/zt = 0,
limt→∞ zt = ∞, and lim supt→∞ zt/xt < ∞, then ∀δ > 0 ∃T such that ∀t > T ,

e−δxt
zt !

(zt − yt)!yt ! ≤ e−0�5δxt �

PROOF: To prove the inequality let us work with the logarithm of the left
hand side

log
[
e−δxt

zt !
(zt − yt)!yt !

]
(93)

= −δxt +
zt∑

i=zt−yt+1

log(i)−
yt∑
i=1

log(i)

≤ −δxt +
∫ zt+1

zt−yt+1
log(i)di−

∫ yt

1
log(i)di

= −δxt + (zt + 1) log(zt + 1)− (zt − yt + 1) log(zt − yt + 1)

− [(zt + 1)− (zt − yt + 1)] − {yt log(yt)− 1 log(1)− [yt − 1]}
= −δxt + zt[log(zt + 1)− log(zt − yt + 1)]

+ yt[log(zt − yt + 1)− log(yt)]
+ log(zt + 1)− log(zt − yt + 1)− yt log(yt)− 1

≤ −δxt + zt log
zt + 1

zt − yt + 1
+ yt log

zt − yt + 1
yt

+ log
zt + 1

zt − yt + 1

= xt

[
−δ+ zt

xt

log
zt + 1

zt − yt + 1

+ (zt − yt + 1)yt
xt(zt − yt + 1)

log
zt − yt + 1

yt
+ 1

xt

log
zt + 1

zt − yt + 1

]
≤ −0�5δxt ∀t > T�

There exists such T that the last inequality holds, since all the terms in
(93) converge to zero. Exponentiating the obtained inequality completes the
proof. Q.E.D.

PROPOSITION 8: For any δ1 > 0 and δ2 > 0, there exist δ > 0 and T such that
∀t > T ,

t−1∑
i=t−m(t)N(t)

N̂(i)
[
e−δ1Ñ(i)N̂(i−N(i)) + e−δ2(N(i)−Ñ(i))

]≤ exp{−δtγ0γ1}�(94)
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PROOF: The following inequalities will be used below:

t −m(t)N(t)≥ t − t − tγ0

N(t)
N(t)= tγ0�(95)

t −m(t)N(t)≤ t −
(
t − tγ0

N(t)
− 1

)
N(t) ≤ tγ0 + tγ1 < 2tγ0�(96)

Ñ(t −m(t)N(t)) = [
(t −m(t)N(t))γ2

]
(97)

≥ [tγ0γ2] ≥ tγ0γ2 − 1 ≥ 0�5tγ0γ2 ∀t > T1 = 21/(γ0γ2)�

N(t −m(t)N(t)) = [
(t −m(t)N(t))γ1

]≤ (2tγ0)γ1 ≤ 2γ1 tγ0γ1�(98)

N̂
(
t −m(t)N(t)−N(t −m(t)N(t))

)
(99)

= [(
t −m(t)N(t)−N(t −m(t)N(t))

)γ1−γ2
]

≥ (tγ0 − 2γ1 tγ0γ1)γ1−γ2 − 1 (by (95) and (98))

≥ tγ0(γ1−γ2)

2γ1−γ2
− 1 (∀t > 2(1+γ1)/(γ0(1−γ1)))

≥ tγ0(γ1−γ2)

21+γ1−γ2
(∀t > T2)�

where T2 = max{2(1+γ1−γ2)/(γ0(γ1−γ2))�2(1+γ1)/(γ0(1−γ1))}.
Combining (97) and (99) gives

exp
{−δ1Ñ(t −m(t)N(t))N̂

(
t −m(t)N(t)−N(t −m(t)N(t))

)}
(100)

≤ exp
{
− δ1t

γ0γ1

22+γ1−γ2

}
= exp{−δ̃1t

γ0γ1}�

where the last equality defines δ̃1 > 0, and

N(t −m(t)N(t))− Ñ(t −m(t)N(t))(101)

= [
(t −m(t)N(t))γ1

]− [
(t −m(t)N(t))γ2

]
≥ [tγ0γ1] − [2γ2 tγ0γ2] (by (95) and (96))

≥ tγ0γ1 − 1 − 2γ2 tγ0γ2

≥ 0�5tγ0γ1 for t larger than some T3�

where such T3 exists since (0�5tγ0γ1 − 1 − 2γ2 tγ0γ2)→ ∞.
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Taking an upper bound on summands in (94) and multiplying it by the num-
ber of terms in the sum gives the upper bound on the sum:

t−1∑
i=t−m(t)N(t)

N̂(i)
[
e−δ1Ñ(i)N̂(i−N(i)) + e−δ2(N(i)−Ñ(i))

]
(102)

≤ (
(t − 1)− (t −m(t)N(t))+ 1

)× N̂(t − 1)

× [
e−δ1Ñ(t−m(t)N(t))N̂(t−m(t)N(t)−N(t−m(t)N(t)))

+ e−δ2(N(t−m(t)N(t))−Ñ(t−m(t)N(t)))
]
�

Inequalities in (100), (101), and (102) imply

t−1∑
i=t−m(t)N(t)

N̂(i)
[
e−δ1Ñ(i)N̂(i−N(i)) + e−δ2(N(i)−Ñ(i))

]
(103)

≤ t1+γ1−γ2(exp{−δ̃1t
γ0γ1} + exp{−0�5δ2t

γ0γ1})
≤ 2t1+γ1−γ2 exp{−min(δ̃1�0�5δ2)t

γ0γ1}�

where δ̃1 was defined in (100).
Note that (2t1+γ1−γ2 exp{−0�5 min(δ̃1�0�5δ2)t

γ0γ1}) → ∞ and therefore ∃T ≥
max(T1�T2�T3) such that ∀t > T ,

2t1+γ1−γ2 exp{−min(δ̃1�0�5δ2)t
γ0γ1} ≤ exp{−δtγ0γ1}�(104)

where δ = 0�5 min(δ̃1�0�5δ2). This completes the proof. Q.E.D.

PROPOSITION 9: For any a > 0 and δ > 0,
∑∞

t=1 exp{−δta}<∞.

PROOF—Sketch: The sum above is a lower sum for the improper integral∫ ∞
0 exp{−δta}dt. One way to show that it is finite is to do a transformation of

variables y = ta and then bound the obtained integral by an integral of the form∫ ∞
0 yn exp{−δy}dy , where n is an integer. It follows by induction and integra-

tion by parts that this integral is finite. Q.E.D.
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